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Abstract
The rapid expansion of artificial intelligence (AI) necessitates promoting AI educa-
tion at the K-12 level. However, educating young learners to become AI literate citi-
zens poses several challenges. The components of AI literacy are ill-defined and it 
is unclear to what extent middle school students can engage in learning about AI as 
a sociotechnical system with socio-political implications. In this paper we posit that 
students must learn three core domains of AI: technical concepts and processes, eth-
ical and societal implications, and career futures in the AI era. This paper describes 
the design and implementation of the Developing AI Literacy (DAILy) workshop 
that aimed to integrate middle school students’ learning of the three domains. We 
found that after the workshop, most students developed a general understanding 
of AI concepts and processes (e.g., supervised learning and logic systems). More 
importantly, they were able to identify bias, describe ways to mitigate bias in 
machine learning, and start to consider how AI may impact their future lives and 
careers. At exit, nearly half of the students explained AI as not just a technical sub-
ject, but one that has personal, career, and societal implications. Overall, this finding 
suggests that the approach of incorporating ethics and career futures into AI educa-
tion is age appropriate and effective for developing AI literacy among middle school 
students. This study contributes to the field of AI Education by presenting a model 
of integrating ethics into the teaching of AI that is appropriate for middle school 
students.
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Introduction

The rapid expansion of Artificial Intelligence (AI) in industry and academic fields, made 
possible by enormous amounts of data and computation power, necessitates the devel-
opment of a workforce that is knowledgeable and capable of working with AI (Manyika 
et al., 2017; National Science Board, 2020). While AI education curricula and learning 
opportunities are becoming more prevalent, promoting AI education at the K-12 level, 
however, is not easy because the curricula must be engaging, relevant, and age-appropriate 
to young learners. And, there is a long-standing gap in access to computer science and AI 
education between students who are from minority groups and/or low-income families and 
their White, more affluent peers (Danyluk et al., 2014). Thus, special actions are needed to 
ensure that all students are prepared to become successful in the era of AI.

This paper reports an exploratory study that aims to broaden participation in AI by 
developing AI literacy among middle school students. Identifying the middle school 
years as a key phase in development of AI literacy, we developed the “Developing AI 
Literacy” (DAILy) curriculum. The DAILy curriculum engaged students in integrating 
their understanding of three domains in order to become prepared for participating in 
AI-infused fields and industries of the future: (1) an age-appropriate technical knowl-
edge and skills in AI, (2) an understanding of AI’s ethical and societal implications, 
and (3) a knowledge of AI’s impact on jobs (AI career futures) and how to adapt to the 
future of work (career adaptability).

The three interwoven domains were established based on our previous experience of 
working with students (e.g., DiPaola et al., 2020; Payne, 2020) and the notion that AI is not 
only a technical field but one that has wide-ranging societal and career impacts. The inclu-
sion of ethics in AI education is needed to raise the public’s awareness of AI’s burgeoning 
impact on industry and society, and to prepare students to investigate and address ethical 
issues in AI as critical consumers and potential future creators of AI technologies (Grosz 
et al., 2019; Payne, 2020). Users of AI systems need to be aware of the potential for bias 
in their predictions. Future designers of AI, in particular, need to ensure that their products 
minimize negative impacts due to bias in datasets, models, and predictions. Members of 
the general public need to be aware of how these systems might be biased against them so 
they can evaluate their impact, and seek justice for themselves and others.

In this paper we report the design of the DAILy curriculum, assessment tools developed to 
examine student learning, and the findings from our implementation of the curriculum among 
middle school students. The results illuminate what middle school students were capable of 
learning and doing with AI, what challenges they encountered in making sense of AI, and how 
the DAILy curriculum impacted their attitudes toward AI and future career ideas.

Theoretical Framework

A Need for Integrating Ethics and Career Futures into K‑12 AI Education

In the past decade, several initiatives and projects promoting K-12 AI education 
have emerged and various AI courses, tools, and tutorials have been launched for 
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teaching AI to students in the USA, China, Europe, Korea and many other coun-
tries. For instance, existent curricula aimed at young students, up through 8th 
grade, include Code.org’s AI for Oceans, ReadyAI’s AI-in-a-box, AI4kids, and 
MIT AI Education Initiative’s collection of AI curricula and tools including the 
Media Lab’s AI + Ethics curriculum for middle school. Curricula for high school 
aged students include AI4All’s Bytes of AI and full-length Open Learning cur-
riculum, UDC’s AI + Curriculum for European High School (Guerreiro-Santalla 
et al., 2020), ISTE’s AI Foundations course, and Reaktor’s Elements of AI. Some 
other programs such as Technovation’s AI Family Challenge, are explicitly aimed 
at families’ exploration of concepts in AI and applying AI tools to solve com-
munity problems. Meanwhile several K-12 teacher professional development pro-
grams in AI curricula have been established such as CSER’s Teaching AI in the 
Classroom, ISTE’s AI Explorations and their practical use in schools, and teacher 
AI-4-All’s Open Learning program.  These programs are critical to bringing AI 
into schools as some countries such as China have mandated that all high school 
students learn about artificial intelligence (Jing, 2018).

Many of the current approaches of teaching AI focus mainly on the techni-
cal aspects of AI learning and few programs emphasize the ethical and societal 
implications of AI, one of the “Five Big Ideas of AI” as identified by the AI4K12 
initiative (Touretzky et  al., 2019) that every K-12 student should know and be 
able to do in AI. In their review of 49 AI curricula and programs for K-12 stu-
dents, Zhou et al. (2020) found only 13 taught ethics and fewer than 10 addressed 
the weakness and/or strength of AI. Only one program explicitly focused on eth-
ics where middle school students were engaged in evaluating their Youtube Rede-
signs from an ethical lens (DiPaola et al., 2020).

Ethics, or moral philosophy, is the study of moral principles that govern a per-
son’s behavior. It involves systematizing, defending, and recommending concepts 
of right and wrong behavior. The inclusion of ethical consideration is crucial in 
AI because AI has presented substantial ethical and socio-political challenges 
that call for thorough philosophical and ethical analysis (Coeckelbergh, 2020; 
Gunkel, 2012; Müller, 2020). The main ethical issues related to the impact of AI 
on human society are the prevention of existential risks to humanity, the impact 
of AI technologies on our privacy, the impacts of bias in AI, and the develop-
ment of AI systems that meet our ethical standards (Gordon & Wrenn, 2020). 
For instance, algorithmic bias in AI applications such as facial recognition, pre-
dictive policing, and credit score assignment has had negative impacts on com-
munities of color (Buolamwini & Gebru, 2018; Kirkpatrick, 2016; Selbst, 2017; 
Van Brakel, 2016). These systems can be discriminatory if they are trained upon 
biased datasets. Even worse, experiencing consequences of bias in AI systems 
may dissuade people of color from participating in the AI. This would hinder 
attempts to improve AI systems by involving diverse groups of users and develop-
ers in identifying and mitigating sources of bias. Thus, ethical analyses and guide-
lines are necessary to avoid negative repercussions of AI on society. Furthermore, 
research has raised questions about the extent to which students are aware of AI’s 
impact on their everyday lives and its application in fields and industries of the 
future (Druga et al., 2017; Hasse et al., 2019). This lack of awareness may limit 
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students’ understanding of the relevance of AI and thus their interest in pursuing 
learning trajectories that lead toward careers in AI. Therefore, in their proposed 
design framework for K-12 AI education, Zhou et al. called for recognizing the 
ethical implications of AI and embedding ethical discussions and activities in all 
AI curricula (Zhou et al., 2020).

Teaching AI Ethics through a Sociotechnical Systems Lens

Another reason that AI education should include ethics topics is that AI is a soci-
otechnical system. The term socio-technical system (STS) was originally coined 
by Emery and Trist (1960) to describe systems that involve a complex interaction 
between humans, machines and the environmental aspects of the work system. Now-
adays STS are systems that span social, cognitive and information systems (hard-
ware, software, personal and societal spaces) (Badham et al., 2000). Common STS 
examples include communication systems ranging from email, blogs, social media 
and news media, to consumer products such as shopping and entertainment systems 
(e.g., YouTube). However, STS are not always neutral sources of information and 
serve stakeholder (and sometimes political) agendas. They are created by humans 
and humans decide the goals of the sociotechnical systems they create. As such, it 
is important that people are educated to become aware of the goals of these systems 
and be able to distinguish between the advertised and actual goals of corporations 
in order to make informed decisions on whether or not to actively participate. For 
example, the YouTube recommendation algorithm is advertised as a way to provide 
entertainment for users whereas in actuality its aim is to make profit for the com-
pany, and gather user information.

Furthermore, from a complex systems perspective, it is important to understand 
the distal effects that organizations using these systems may have on individuals, 
including those that do not directly use the system, and thus society. Algorithmic 
bias in machine learning is one such example (Buolamwini & Gebru, 2018). In AI 
systems training data is used to build a model capable of making predictions. The 
composition of the training data affects the predictions made by the system. Training 
data can be biased and not be representative of populations. It can also utilize prox-
ies for data it does not include—for example using zip code as a proxy for socioeco-
nomic status and race may pose unintended (and potentially harmful) consequences. 
Individual users receive predictions made by the systems, regardless of whether they 
are represented in the system, and even those who do not directly use the system 
may be impacted by its existence. An example of secondary and tertiary effects of 
a biased system’s existence and use include unfair hiring practices that impacts the 
economic viability of communities, and potential civil unrest that results from wid-
ening economic gaps.

Teaching AI Ethics through a Career Futures Lens

AI is rapidly changing the industry and shaping the future labor market. Exclu-
sion of topics around career futures in K-12 AI education would leave the students 
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unprepared for the future workplace. A 2017 report by McKinsey Global Institute 
predicted that 75 million to 375 million workers (3–14% of the global workforce) 
may be required to change occupations and/or upgrade their skills by 2030 because 
of the adoption of AI (Manyika et al., 2017). All future workers will be required to 
adapt to working with increasingly intelligent machines, necessitating their prepara-
tion to learn in-demand skills and be flexible in setting expectations about work. 
Therefore, learning how AI will impact jobs (career futures) and developing skills of 
how to adapt to changes in working environments (career adaptability) is critical to 
preparing our youth for a future with AI. Further, learning AI’s impact on jobs and 
employment helps further students’ understanding of societal changes driven by AI 
technologies.

Embedding Ethics into CS/AI Education

Research on computer science education has revealed that the traditional approach 
of teaching ethics as distinct from the subject content often fails to prepare students 
for real-world work (Boss, 1994; Gardner, 1991). Fiesler et al. (2020) analyzed 51 
university-level AI and ML courses and found that a majority of the courses cover 
ethics-related topics within the last two classes. Ethics topics are often considered 
as a part of these technical courses “if time allows.” Such an approach of ethics 
instruction fails to translate into experiences outside the classroom and leaves stu-
dents unprepared for the current and future work in technology. Recently many CS 
educators have realized the potential benefits of ethics education and attempted to 
integrate ethics across computer science curriculum (Loescher et  al., 2005). For 
instance, Skirpan et al. (2018) integrated ethics throughout an undergraduate Human 
Centered Computing course and demonstrated a meaningful increase in students’ 
consideration of ethics in technology design. Narayanan and Vallor (2014) argued 
that in order to see ethics as an important part of the building process, students 
must be able to practice ethical decisions during in-class collaborations. Overall, 
researchers agree that ethics education should be integral to CS education and it 
can motivate students and prepare them to create ethical designs. Yet there are still 
many debates about how to best integrate ethics education into CS courses (DuBois 
& Burkemper, 2002).

Teaching AI Concepts at the K‑12 Level through Interactive Approaches

Different from the math-first, theoretical approach (McGovern et al., 2011; Torrey, 
2012) that has been shown successful in teaching AI at the undergraduate, graduate, 
or professional level, AI curricula and tools aimed at K-12 audiences often take a 
non-mathematical and interactive approach. For example, Narahara and Kobayashi 
(2018) proposed utilizing hands-on educational modules to introduce ideas in AI 
and Robotics. Students first build a physical prototype of a toy car, then play and test 
the car in a virtual reality (VR) environment, train an AI model based on the dataset 
acquired from the virtual testing, and run the toy car using a trained AI model on a 
physical track. In another study of teaching primary school students AI concepts, Ho 
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et al. (2019) engaged students in building and training a self- learning lawn bowling 
robot.

One reason for the shifted approach is the high barrier presented by the prerequi-
site mathematical knowledge of the math-first approach. Many K-12 students, par-
ticularly those underrepresented in STEM/Computing, may feel unprepared and not 
be able to persist and succeed in completing these courses. Marques and colleagues, 
in their systematic mapping study, noted that many curricula teaching Machine 
Learning at the K-12 level employed the interactive approach where students are 
exposed to AI concepts through interactions with AI tools as an end-user followed 
with some degree of knowledge building and reasoning about how AI works. Some 
of the underlying complex AI processes are black-boxed as hands-on activities to 
prevent students from being cognitively overwhelmed. Marques et al. (2020) high-
lighted the importance of identifying a balance between the black-boxed processes 
and uncovered processes as well as a learning sequence based on the complexity of 
the concepts when developing AI curricula.

The DAILy curriculum utilizes such an interactive approach where students 
experiment with a collection of AI technologies such as the Teachable Machine and 
tools developed by the research group to help them learn and practice AI concepts 
and processes. Further to help students understand abstract AI processes, DAILy 
employs participatory simulations where students act out the roles of individual ele-
ments of an AI system and then see how the system as a whole becomes “intelli-
gent” at performing certain tasks. The direct, personal participation in a simulated 
game has been used in math and science education and proven to be effective in 
terms of promoting student engagement, supporting collaboration, and helping stu-
dents of different genders and races/ethnicities to develop deeper understandings of 
the underlying scientific patterns and processes (Klopfer & Yoon, 2005; Squire & 
Klopfer, 2007). This approach also aligns well with the use of embodied interaction 
proposed in the AI Literacy framework (Design Consideration 2: Embodied Interac-
tions, Long & Magerko, 2020) where learners can “put themselves in the agent’s 
shoes as a way of making sense of the agent’s reasoning process” (p. 598). By acting 
out how neural networks work, students develop a concrete idea of how these AI 
processes work, reflect on their behaviors, and collectively figure out the underlying 
mechanisms.

Engaging Middle School Aged Students in AI Ethics Education

The major impetus for educating middle school students about AI is driven by their 
increasing contact with AI in daily life. First, since many students acquire their first 
mobile device during middle school, they start consuming data on social media 
websites such as Twitter and Instagram where they are exposed to AI moderated 
and generated content (Pew Research Center, 2018). Second, middle school students 
are already creators of media generated with AI through social media apps such as 
Snapchat and Instagram. According to a survey conducted by the Pew Research 
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Center (2018), 45% of teens admit they are on social media almost constantly and 
YouTube, Instagram and Snapchat are the most often used social media tools by 
teenagers. The youth view and create content with tools such as photo filters that 
integrate generative modeling techniques. Thus, they may be using AI-enabled tech-
nologies without realizing it. Third, students upload personal data, such as images, 
videos and text, on social media sites and may unwittingly be contributing to data-
sets used to train AI models. Finally, students are witness to and could be targeted 
by fake media that are generated by applications of AI such as Deepfakes, like in the 
case of FaceApp. This exposure to AI, whether direct or indirect, can impact stu-
dents. While some impacts can be relatively harmless, such as entertainment or art, 
other exposure could be harmful. Students may unwittingly be persuaded to.

think that a fake event, image, or text is real, and act accordingly. Because stu-
dents are vulnerable to these manipulations, they need to be knowledgeable about 
AI. Their awareness of manipulated media has ramifications for democracy, trust, 
security, and privacy. Knowledge of the existence of AI-moderated and generated 
media would empower students to take information that they witness online with 
essential skepticism. Thus, AI literacy focusing on machine learning techniques 
used in media curation and generation is imperative for students to be informed citi-
zens and critical consumers of online media.

Another impetus for engaging middle school students in AI education is that 
young adolescence is an important time for students to form identity in STEM 
(i.e., considering themselves as a STEM person) and start thinking about their 
future career interests (Dabney et al., 2012; Maltese & Tai, 2010). Through ana-
lyzing data of a longitudinal study that followed 12,000 students from 8th grade 
to college, Tai et  al. (2006) found that students reporting an interest in science 
careers in eighth grade were three times more likely to obtain a college degree 
in a science field than those who did not show that interest after controlling for 
differences in background and academic history. The DAILy curriculum engages 
students in finding out future STEM jobs that they are interested in and exploring 
how AI has been and will continue impacting their jobs of interest. This career 
training leverages students’ existing interests to further spark their enthusiasm in 
AI and at the same time reinforces the notion that AI is a sociotechnical system 
with enormous societal impacts.

Finally research on child development has suggested that ethical concepts are 
age-appropriate to middle school students. Students in the middle childhood years 
typically have developed a sense of morality and a conscience based on values 
(Wood, 1997). Many young teens recognize the importance of societal norms and of 
following rules for the good of society (Crain, 1985). They are capable of reflecting 
on their behavior and its impact on others. In the context of AI technology, DiPaola 
et al. (2020) found that middle school students were capable of understanding vari-
ous stakeholders and values in a technical AI system, a preliminary step in recog-
nizing how AI can be biased in its design. In the DAILy curriculum, students are 
invited to reflect on how the systems they use and create might impact themselves 
and the society at large.
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DAILy Curriculum

The design of the 30-h DAILy curriculum was based on our definition of AI lit-
eracy that students must learn three core domains to become AI literate citizens: 
technical concepts, ethical and societal implications, and AI related careers. The 
three core domains were established by the project leadership team and informed 
by our team’s previous research on promoting AI education among young learners 
(e.g., Ali et  al., 2019, 2021; DiPaola et  al., 2020). In the DAILy curriculum, we 
sought to bring together a set of domains that would engage students in linking AI 
concepts to ethical issues through considering how datasets and models contribute 
to bias in AI. To counteract the potential for students to feel dissuaded from partici-
pating in AI brought on by discussions of negative impacts of bias in AI, we sought 
to provide time for students to consider alternative future scenarios in which AI can 
be helpful and beneficial to humans in the future. The career adaptability framing 
was employed to help build students’ confidence of dealing with emerging changes 
to fields and careers due to AI. Furthermore, the generative AI activities added a 
creative exploration of AI that demonstrates how AI can be used to innovate and 
co-construct artifacts. This creative use of AI, in addition to classification and pre-
diction, helped students envision additional opportunities for the integration of AI in 
students’ future and career plans.

Experienced middle school teachers and AI researchers were involved in the 
development of the curriculum and reviewed the initial drafts of the curriculum. We 
also pilot tested key activities with a group of middle school students in an after-
school setting and asked for their feedback and suggestions to make the curriculum 
more exciting for middle schoolers.

AI Technical Concepts Addressed in DAILy Curriculum

The DAILy curriculum is organized by a hierarchy of key technical concepts that 
have been suggested age appropriate based on our previous work (Ali et al., 2019), 
including (1) an Introduction to AI, (2) Logic Systems, (3) Machine Learning, (4) 
Supervised learning and (5) Unsupervised learning. Each curricular module focuses 
on one key technical concept (see Fig. 1). The first module provides a broad intro-
duction to AI and engages students in distinguishing technologies that use AI or not 
and identifying key features of AI technologies. Then in Module 2, students learn 
logic systems and practice building decision trees to sort out different types of pas-
tas. In Module 3, students learn about machine learning in general and supervised 
learning. They use Teachable Machine to train supervised learning models. They 
also experiment training the models with different datasets (e.g., datasets with heav-
ily one type of pictures) and discuss the outcomes and their ethical implications. 
In Module 4, students learn artificial neural networks (NN). In Module 5, students 
learn another type of machine learning: unsupervised learning, and how Generative 
Adversarial Networks (or GANs) work. Table 1 shows key activities in each DAILy 
module.
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To make AI learning engaging and accessible, the DAILy activities utilize eve-
ryday contexts and interactive activities (e.g., hands-on, kinesthetic) to explicate AI 
processes and implications and emphasize the relevance of AI to students’ lives. For 
instance, the Pastaland activity in Module 2 is designed to engage students in learn-
ing decision trees and experiencing the construction of a decision tree. After they 
learn the definition of decision tree (a flowchart-like structure that looks sort of like 
an upside-down tree) and discussed a few examples of decision trees, students are 
introduced to a problem:

“There is a land of pasta known for most excellent cuisine with a queen who 
wants to classify all the dry pasta in her land and store them in bins. She wants 
to be able to quickly find the pasta she needs to cook the dishes she desires.... 
YOU, as a subject in PastaLand, are tasked with building a classification sys-
tem that can be used to describe and classify the pasta so the pasta can easily 
be found when the queen wants a certain dish. Please help the Queen of Pasta-
Land!!”

Student groups are given 12 types of pastas (e.g., farfalle, ravioli, gemelli) and 
need to create a decision tree to sort them out. Afterwards, they test their decision 
tree using a new type of pasta and discussed whether and how their decision tree 
could sort out the new pasta. Due to the pandemic, this activity was implemented 
virtually and students worked with images of different types of pastas and created 
the decision trees using Google Drawing and placing the images of pastas on the 
branches of the tree. Figure 2 shows an example of the Pastaland activity. Another 
example of interactive activities is the participatory game designed to teach artificial 
neural networks in Module 4 where students play the role of nodes in a 3-layer NN, 
reflect on how they were modeling an NN, and connect between their actions in the 

Fig. 1   The organization of key AI concepts covered in DAILy curriculum
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game and the processes in NNs. Detailed information about the game can be found 
in later Section “Virtual Implementation of DAILy Workshop” and Fig. 3.

Further nearly half of the DAILy activities are devoted to generative AI and intro-
duce how AI has been integrated with arts, media, and social media (Module 5). 

Fig. 2   A student’s construction of a Decision Tree to uniquely classify pasta during the Pastland activity 
(in progress)

Fig. 3   The online Artificial Neural Network Game during play
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These activities not only leverage students’ interest and experience in these fields 
to engage them but provide a low entry into AI for students who may be more inter-
ested in topics other than STEM or CS and those who may not be confident about 
their technology skills. The technical aspect addressed in Module 5 includes that 
generative AI algorithms learn to create novel data that could belong to the training 
dataset; and algorithms such as Generative Adversarial Networks (or GANs) have 
the ability to produce novel visual art, text, music and even videos. GANs consist of 
a generator network that creates new data instances, and discriminator network that 
classifies the generated media based on a training dataset, and provides feedback to 
the generator network. GANs have found applications in art, education, robotics and 
healthcare. Module 5 engages students in understanding how GANs work, exploring 
AI tools that generates text, images, and videos, and discussing the ethical and soci-
etal implications of Generative models such as Deepfakes or potentially fueling the 
spread of misinformation.

AI Ethics and Career Futures

Each module utilizes a similar structure to engage students in interweaving their 
learning of technical, ethics, and career of AI. Students typically start with learn-
ing of the key technical AI concept, investigate potential for bias in the datasets 
and algorithms (and potential mitigation strategies), discuss the societal and ethical 
impacts of biased AI systems, and connect AI to their daily lives and future selves 
by engaging in career exploration activities. For instance, in Module 1, after learn-
ing that AI uses algorithm, students learn and experience how different stakeholders 
make different algorithmic decisions. They first create algorithms for making the 
best peanut butter jelly sandwiches and compare the algorithms. Then they bring 
their understanding of stakeholders like doctors, parents, and classmates (e.g., doc-
tors probably care more about nutrients over the taste of the sandwich, classmates 
may care more about the taste, and parents may care both), to determine what “the 
best” peanut butter jelly sandwiches would include based on the perspectives of the 
stakeholders. Afterward, they discuss how the algorithms of “the best” peanut butter 
jelly sandwiches made by a parent would differ from the algorithms made by a doc-
tor or a teenager. In Module 2, students learn about various bias issues of AI through 
investigations of technologies (e.g., doing a Google search for images of “outdoor 
recreation”, exploring the face dataset from QuickDraw) and discuss the implica-
tions of the bias they found in existing technologies such as who may be impacted 
and how they may be impacted.

The career exploration activities were designed to reinforce students’ ideas of the 
ethical and societal implications of AI. Drawing upon the Psychology of Working 
Theory (Duffy et al., 2016) and the Tools for Tomorrow curriculum (Kenny et al., 
2004) that fosters career and self-exploration as well as knowledge about resources 
and barriers, the DAILy career activities seek to facilitate students’ exploration of 
potential career trajectories in the AI age. The core elements of the career com-
ponent focus on enhancing 1) critical reflection and action (e.g., finding out what 
students’ interests and strengths are, discerning factors that contribute to accessing 
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meaningful and decent work); 2) proactive engagement (e.g., investigating how 
their desired careers will be impacted by AI through YouTube videos, developing 
the skills and orientation to take actions to maximize one’s volition and initiatives); 
and 3) social support and community engagement (e.g., examining whether students 
have access to relational and community support). A set of videos of interviews with 
AI experts working in different fields (entertainment, law, automotive, etc.) were 
also included to further inspire students.

Methods

Research Questions

This exploratory study aimed to examine whether and to what extent the DAILy cur-
riculum helped middle school students develop AI literacy. Using a mixed-methods 
convergent design (Creswell & Plano Clark, 2018), this paper focused on the follow-
ing research questions:

1.	 What are students’ conceptions of AI? Do these ideas change after the DAILy 
curriculum?

2.	 Does learning with the DAIly curriculum change students?

a)	 technical knowledge and skills of AI?
b)	 attitudes toward AI and AI careers?
c)	 ideas about AI’s ethical and societal implications?

Participants

Twenty-five middle school students in a summer STEM program participated in this 
study. The STEM program was an urban outreach initiative of a local university, 
with a focus on recruiting urban students who have a grade of C or lower in science/
technology courses, are from low-income families, and may become the first person 
to go to college in their family. The recruitment was conducted through the partner-
ship between the university and local urban schools: the students were first identified 
and recommended by their teachers and/counselors. Then the STEM program coor-
dinator reached out to the students and their families and held information sessions 
to inform them about the program and to encourage them to fill in the application 
form.

A majority of the participants of the DAILy workshop were from groups under-
represented in STEM/CS, with 32% being African American, 56% Hispanic/Latino, 
and 56% female. Most of the participating students (92%, n = 23) were in the grade 
7–9 range. Students were asked about their prior experience with using Scratch as a 
proxy for programming/coding experience: 58% had no prior experience and 42% 
reported as having some experience.
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Virtual Implementation of DAILy Workshop

Due to the pandemic, the DAILy workshop was implemented online. Students met 
online for ten hours every week for three weeks. All the activities were implemented 
synchronously via Zoom and all curricular materials were accessible through 
Google Classroom. The workshop was taught by a team of educators (2 educators 
and 3 teaching assistants). The sessions typically started with the instructor intro-
ducing the unit’s topic, followed by a whole-class activity, a small group or individ-
ual activity, a discussion relating to ethical implications, and its connections to AI 
careers. Participants were randomly grouped into three groups of 7 or 8 individuals 
for small group discussions and hands-on activities. We found that students in this 
study completed all curricular activities with high attendance rates (85%—95% of 
all participants attended each day).

The major change for the virtual implementation of the DAILy workshop was that 
several activities were converted from live-action to virtual formats in order to be 
accessible during the COVID-19 pandemic. One example is the participatory simu-
lation called the “Artificial Neural Network Game.” In the original game, students 
played the role of nodes in a neural network formed by students sitting in prede-
fined rows representing layers of the neural network. Input nodes are provided with 
an image and tasked with writing four words on individual cards that describe the 
image. Each of the words is distributed to each of the four hidden layer nodes. Hid-
den layer nodes select two words from their set of four to pass on to the output node. 
The output node creates a caption using four of the eight words it has received from 
the hidden layer nodes. Subsequently the “unveiling” takes place wherein the origi-
nal image and its caption are exposed for all to see. Next, we introduce the processes 
of back propagation and gradient descent to mimic the training process in super-
vised learning. After the unveiling of the original image and its caption, students 
come up with an evaluation function to assess how well the network performed on 
captioning, then feedback is provided to nodes by passing circled words (if the word 
appeared in the original caption) or uncircled words back to their originators. After 
a discussion of the feedback and possible adjustments to the node’s word selection 
behavior, the students can play additional rounds with new images and captions to 
see if/how the neural network learns to get better at captioning. During wrap-up dis-
cussions, facilitators reinforce that students are modeling an artificial neural network 
and review the analogies made between the actions in the game and processes in 
supervised learning. In this version of the game, back propagation was described as 
sending information back through the network wherein each node reflected on which 
nodes passed them “good” information, and using this information in subsequent 
rounds when picking words to send on.

To port the Artificial Neural Network game to an online activity, the network dia-
gram was laid out in a Google Drawing and layered with data boxes to hold words. 
Figure 3 shows the Google Drawing for this NN activity with student sample data. 
Players in an online platform (typically Zoom) were given access to the Google 
Drawing and assigned the role of nodes as before. The input nodes were moved to a 
breakout room to privately view the original image to be captioned prior to returning 
to the main room to generate descriptive words and enter them into the data boxes. 
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In the feed forward phase, words were distributed as before to the nodes in the next 
layer. A drawback of this instantiation is that all of the selected words were visible 
to all players during game play thus reducing the element of surprise and possibly 
impacting the selections made by those acting as hidden layer nodes. An affordance 
of the digital version is the ability to represent and change the weighting of the links 
between nodes thus making it easier for players to remember which nodes provided 
them with “good” information in prior rounds. This online version was tested with 
students participating in an after-school club before the DAILy workshop.

Data Collection

We collected quantitative and qualitative data to make sense of elements of AI and 
AI processes that students were able to grasp or not and the impact of DAILy on the 
affective domains of student AI learning. The data were collected from students who 
attended at least 25 h of the DAILy workshop (we eliminated data of students who 
missed two or more days of the workshop). The quantitative data include responses 
to a pre and posttest, administered before and after the camp to participating stu-
dents. The pre/posttest included three instruments developed by the research group: 
the AI Concept Inventory (AI-CI); Attitudes toward AI survey; and AI Career 
Futures survey. More details of the instruments and scoring are described later.

The qualitative data include students’ final presentations completed at the end 
of the workshop, observation notes, and semi-structured interviews with a group of 
purposefully selected students (n = 19) after the workshop. The interviewees were 
selected to represent a range of variety in terms of age, gender, ethnic background, 
and prior technology experiences. The interview questions focused on student learn-
ing experiences and their understanding of the ethical and social implications of AI. 
In this paper we focused on student responses to three semi-structured interview 
questions, (1) What are the benefits of AI?; (2) What are the harms of AI?; and (3) 
If you are going to build an AI system, what would you do to ensure it’s fair?. Audio 
recordings of interviews were transcribed and coded using grounded theory (Strauss 
& Corbin, 1994) to reveal student understanding of the AI implications to the soci-
ety. The findings were triangulated with observation notes and other data collected 
to generate an in-depth understanding of how students learn about bias issues in AI.

Instruments

Three instruments were developed to investigate students’ learning of AI with the 
DAILy workshops: AI Concept inventory, Attitudes toward AI survey; and AI 
Career Futures survey. To ensure the validity of these instruments, we first con-
ducted reviews of the items with AI researchers and STEM educators to gather their 
feedback of the content validity. Afterwards two rounds of cognitive interviews 
were conducted with six middle school aged students (not included in this study) 
to determine if the items meet the targeted construct and assessment objectives. 
Then a pilot testing was conducted with 30 middle school aged students (not part of 
this study population) to investigate if there were any confusions in the wording of 
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questions and overall language appropriateness of the items in the instruments for 
middle schoolers. We revised the instruments based on the feedback from the cogni-
tive interviews and the pilot test. In this study, participants completed the identical 
revised instruments before and after the DAILy workshop.

AI Concept Inventory (AI‑CI)

Informed by Porter and colleagues’ work on modular concept inventory (Almstrum 
et  al., 2006; Porter et  al., 2014; Taylor et  al., 2014), AI-CI focuses on measuring 
student understanding of a set of core concepts and processes covered in the DAILy 
curriculum. In total, AI-CI consists of six scales. Table 2 shows example questions 
of AI-CI.

1)	 AI general concepts, including 12 multiple-choice (MC) questions asking if stu-
dents can distinguish between technologies that involve AI and one explanation 
item asking students what they think AI is.

2)	 Logic systems, including 4 MC questions to assess students’ understanding of 
the processes decision trees utilize and their ability to apply the understanding to 
categorize things and make decisions.

3)	 Machine Learning (ML) general concepts, which includes 7 MC questions asking 
students to distinguish between example technologies of classifying and genera-
tive AI, and to discern examples of supervised and unsupervised learning.

4)	 Supervised Learning (8 MC questions), which tests student understanding of 
the processes of supervised learning and ability to apply their understanding to 
determine how an AI technology would classify things based on the labeled data 
on which it is trained.

5)	 Neural Network (4 MC questions) that examines student understanding of the 
processes of neural network.

6)	 Generative Adversarial Networks (GANs, 4 questions) that focuses on examin-
ing students’ understanding of generator, discriminator, and processes of GANs 
through True or false and MC questions.

Attitudes toward AI Survey

The Attitudes toward AI Survey focuses on soliciting participants’ interest in AI, 
anxiety about AI, and relevance of AI to their life. These survey questions are 5-Lik-
ert scale questions drawn and modified from validated instruments of the Science 
Motivation Questionnaire II (Glynn et  al., 2011), the Modified Attitudes Towards 
Science Inventory (Weinburgh & Steele, 2000), and the AI anxiety scale (Wang 
& Wang, 2019). Each item presents a statement and asks students to indicate how 
strongly they agree/disagree with the statement (strongly agree to strongly disagree). 
The Interest in AI scale consists of 9 items (Cronbach’s alpha = 0.94) and sample 
statements include “I will take a class about AI if it is offered in my school” and 
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“I will talk to members of my household about what I know about AI.” The rele-
vance scale has 8 items (Cronbach’s alpha of 0.71), with sample item statements like 
“Learning about AI is relevant to my life.” The anxiety scale includes 9 items with 

Table 2   Example AI-CI questions

Scale Sample Items

AI General 

Concepts

Logic Systems

Machine 

Learning (ML)

General concepts

Supervised 

Learning

Neural Network

GANs
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Cronbach’s alpha of 0.91 and sample item statements like “I do not feel comfort-
able about using or building AI technologies” and “Working with AI would make me 
nervous.” Each scale was examined for item-total correlations and Cronbach’s alpha 
if deleted to determine that the items were measuring the same construct.

AI Career Futures Survey

The AI Career Futures survey examines students’ awareness of AI impact on future 
jobs and career adaptability because the DAILy workshops engaged students in 
exploring careers that matched their interest, finding out how AI has been influenc-
ing the matched jobs, and becoming knowledgeable of preparations for entering 
their desired career fields. The career adaptability subscale was developed based on 
the revised Career Futures Inventory (Rottinghaus et  al., 2012), which is built on 
a theoretically-derived, multidimensional definition of adaptive behavior for future 
careers such as identifying educational choices to join future jobs and investigat-
ing consequences of the actions. Similar to the Attitudes toward AI survey, the AI 
Career Futures Survey items are 5-Likert scale questions, each of which presents a 
statement and asks students to indicate how strongly they agree with the statement. 
Sample statements of the AI career awareness scale include “I know about jobs that 
use AI” and “I know a role model of my background in fields related to AI.” Sam-
ple statements of the career adaptability scale include “I learned to prepare for the 
future,” “I learned about educational choices that I must make to get my dream job,” 
and “I became aware of my future job choices.” In total, the AI careers awareness 
scale consists of 7 items with Cronbach’s alpha of 0.822, and the career adaptability 
scale was composed of 10 items and had a reliability of alpha = 0.934.

Scoring and Data Analysis

All the multiple-choice questions in the AI Concept Inventory were coded as 0 
(wrong) or 1 (correct). The 5-Likert scale questions in the Attitudes toward AI sur-
vey and the AI Career Futures survey were coded based on student rated agreement 
with the statements (1: strongly disagree, 5: strongly agree) and reversed coded if 
needed. Student responses to the items were scored and added to form an aggregate 
score of the instrument and of each subscale. We conducted statistical analysis such 
as paired t-test to compare student performance on the pre and posttest. We also 
examined student responses to each subscale to identify AI concepts and processes 
with which students had difficulties.

Besides the quantitative analysis, we also analyzed student responses to the open-
ended question in the AI Concept Inventory that asked them to explain what they 
think AI is. We categorized the explanations using emerging categories. The cat-
egories reflect the ideas that students put forth in their definitions and are not meant 
to be treated as a “score.” Categories were developed and iteratively revised by two 
authors of this paper who coded the explanations independently first and then dis-
cussed the coding with another author to solve conflicts. We compared the percent-
age of students with each category of ideas before and after the workshop to capture 
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a nuanced in-depth picture of what ideas students had about AI before the workshop 
and whether and/or how their ideas changed after the workshop.

Findings and Discussions

Students’ Conceptions of AI Before and After the DAILy Workshop

Using emerging coding, we categorized student responses to the question “What do 
you think AI is?” on the pre and post-test. In total six categories of ideas emerged 
(see Table 3 for an explanation of the categories and sample student answers). In 
the “Incorrect” category, students explained wrong or naïve ideas of AI, e.g., “AI 
is a human intelligence processed by machines.” In the “Vague” category, students 
expressed some ideas of AI but the ideas were unclear, e.g., “I think it’s like a lot of 
computerized things and people make things or robots with AI. That’s all I know.” In 
the “General” category, students often referred to human intelligence and explained 
that AI is different from human intelligence. Students holding the “Societal” cat-
egory idea of AI explained AI’s impact on the society or its ethical implications. 
For instance, a student explained that “I think it [AI] is technology that can change 
the world. Also [AI] can be an everyday technology. But it sometimes has malfunc-
tions.” Students with the “Technical” category of idea focused their explanation of 
AI on the technical components such as data, algorithm, and making predictions, 
e.g., “A program that can process information. The information turns into an action 
that the AI was told to do.” For students who had the “Complex” category of ideas, 
their explanation included two or more correct ideas about social, general, or techni-
cal aspects of AI and reflected a complicated understanding of AI, e.g., “AI means 
intelligence made by humans in devices and technology. The intelligence is gained 
by training and testing a data set. It has a whole process which is called an algo-
rithm. AI heavily affects us today and will even more in the future.” Students who 
held the “Complex” ideas started to recognize both the technical and ethical/societal 
aspects of AI technology and probably consider AI as a sociotechnical system. Stu-
dents with “Technical” or “Societal” ideas only considered one aspect of AI and did 
not have a sociotechnical perspective of AI.

We compared the percentages of students who demonstrated each type of ideas in 
their explanations on the pre and post-test (see Fig. 4). A majority of students started 
the workshop with a vague (43.5%) or incorrect (34.8%) description of AI. The most 
common incorrect answers were “a type of human intelligence” or “coding a robot” 
and vague answers typically defined AI as “intelligent technology” without a clear 
understanding of what made it intelligent (see Table  3 for examples). Fewer stu-
dents defined AI in terms of the technical components (4.3%) or with some combi-
nation of ethical, general, and technical (4.3%). No students defined AI in terms of 
societal impact. On the post-test, students most commonly defined AI as incorrect 
(30.4%). However, several students described AI as a combination of ethical, gen-
eral, and technical (or complex definitions = 21.7%), indicating that these students 
have started to develop a sociotechnical perspective of AI. Fewer students defined 
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AI in vague terms (17.4%). The most common incorrect answer in the post test was 
describing artificial intelligence as “exactly like human intelligence” or “robots”.

A closer examination revealed that of the students who started the workshop with 
an incorrect understanding of AI, 37.5% students developed a complex understand-
ing of AI after the workshop, but 25% continued to stick to the incorrect under-
standing. For students who started the workshop with a vague understanding, some 
started to integrate ideas about AI’s societal implications, underlying concepts and 
processes, and general definitions of AI (30%), although many students remained 
holding vague ideas (30%) or ended up adding non-normative ideas of AI (40%). 
With regard to students who started with a general understanding of AI, 66.7% 
incorporated new ideas (e.g., technical, ethical) and developed a complex under-
standing of AI after the workshop. Overall, we saw 21.7% of students who did not 
start with a complex understanding of AI develop it by the end of the workshop.

Comparing Students’ Technical Knowledge and skills Before and After 
the Workshop

The paired t-test showed that students on average significantly improved their AI-CI 
scores after the workshop (pre: Mean = 24.37, SD = 4.83; post: Mean = 26.75, 
SD = 4.50; p < 0.01). On the post-test students on average achieved a gain of 2.36, 
which indicates that a majority of the students answered two or more questions cor-
rectly after the workshop. Students made the biggest learning gains on four sub-
scales: (1) general concepts of AI, (2) logic systems, (3) general concepts of machine 
learning, and (4) supervised learning. Table 4 shows the paired t-test results of stu-
dent performances on AI-CI. Next, we report student performances on each scale in 
more detail.

AI General Concepts: Recognizing AI and Identifying Features of AI Technology

Recognizing AI  Students made statistically significant gains (Cohen’s d = 1.03) 
on four items that describe different technologies and ask students whether the 

Fig. 4   Percentages of students who defined AI incorrectly, vaguely, in terms of societal impact, in rela-
tion to human intelligence, in terms of technical structure, and “complex,” meaning two or more refer-
ences to societal, general, and technical definitions on the pre and posttest
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technology utilizes AI (a software that classifies different types of hats, a draw-
ing app that generates new paintings, a face recognition software, and a phone app 
that reminds people to turn off lights). On the pretest, most students were able to 
correctly determine the use of AI in the first three technology examples (average 
score = 2.76). On the posttest, over half of the students (n = 13, 52%) answered at 
least one more question correctly (4 students answered two or more questions cor-
rectly). Figure 5 shows the performance of students on these four questions.

One interesting finding is that students improved the most on the LightReminder 
question, which asks students whether AI is utilized in a smartphone app that sends 
a reminder for people to turn off light between 9am to 3 pm. On the pretest, only 18 
students (72%) answered it incorrectly, i.e., they thought that AI was required in this 
app. On the posttest, 60% (n = 15) students realized that AI was not necessary for the 
app. This suggests that by exposing students to various example technologies that do 

Table 4   Paired t-test results of student performance on AI-CI before and after the DAILy workshop

Scale Pre Post Paired t-test results Effect size 
(Cohen’s 
d)Mean SD Mean SD

Aggregate (total score = 38) 23.69 4.61 26.05 4.34 t(24) = 3.37, p < .01 .53
AI general concepts (total score = 12) 7.96 1.73 8.56 1.55 t(24) = 1.56, p = .12 .37
Logic systems (total score = 4) 2.6 1.11 2.99 .76 t(24) = 2.27, p < .05 .41
ML general concepts (total score = 6) 4 1.04 4.44 1.53 t(24) = 1.74, p = .09 .34
Supervised learning (total score = 8) 4.04 1.43 4.6 1.5 t(24) = 1.51, p = .14 .38
NN (total score = 4) 2.89 1.33 2.87 1.14 t(24) = -.10, p = .93 .02
GANs (total score = 4) 2.38 .82 2.67 1.00 t(24) = 1.50, p = .07 .32

Fig. 5   Percentages of students who answered the Recognizing AI questions correctly on pre and posttest
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and do not use AI, the DAILy workshop helped improve students’ ability to recog-
nize AI, a critical competency for informed interactions with AI (Long & Magerko, 
2020).

Identifying features of AI technology  Four questions were designed to test whether 
students were able to identify key features of technologies that use machine learn-
ing. Each question describes a technology and asks students to determine if the tech-
nology uses datasets and makes predictions. We aggregated student responses to 
the dataset and predication questions respectively and compared the responses from 
pre to posttest. The results show that students achieved moderate gains in terms of 
identifying the use of dataset (pretest Mean = 2.44; posttest: Mean = 2.72, p = 0.07, 
Cohen’s d = 0.40), but no gains on the prediction questions after the workshop 
(pretest: Mean = 2.76, posttest: Mean = 2.44, p = 0.19). Nearly half of the students 
(n = 10, 40%) still answered the prediction questions incorrectly in at least two sce-
narios on the posttest. Ten students’ scores on these questions decreased on the post-
test, suggesting a confusion about prediction among students.

Our observations of the “AI or Not” activity (Module 1) resonate with this find-
ing. In this activity students were presented with a list of technologies and asked 
to distinguish whether it uses AI based on three criteria: algorithm, prediction, and 
dataset. We noted that students had a hard time determining what prediction in the 
context of AI means and whether/how it is different from human intelligence. For 
instance, in discussing whether automatic doors involve AI, some students thought 
it involves AI because “it automatically opens” and “it makes a prediction to open 
when you step on the sensor”, whereas other students disagreed because automatic 
doors involve “just a motion sensor that detects when you are in a close radius”. In 
another example of determining whether regular cars use AI, one student argued 
that “it [regular car] uses AI because the brake predicts to stop when you press on 
it”. This shows that students tended to reason about prediction based on their eve-
ryday experience of human intelligence but may have had different interpretations 
of prediction. They encountered challenges when discerning technologies that make 
predictions. Incorporating more concrete examples of predictions and providing a 
definition of prediction in the context of AI can help contextualize this concept and 
improve student ability to analyze and determine if the technology involves AI.

Logic Systems

Students achieved significant gains on items that assessed student understanding 
of logic systems (pretest Mean = 2.6, SD = 1.11, posttest Mean = 2.99, SD = 0.76, 
p < 0.05). They started with high pretest scores on this scale, with fifteen students 
(60%) correctly answering the three questions that ask to categorize things using a 
decision tree. This suggests that students may have acquired knowledge of how com-
puters categorize things from previous experiences. They, however, had little or no 
prior knowledge with regard to how to build a decision tree (15 students incorrectly 
answered the question of choosing steps and sequence involved in building decision 
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trees on the pretest). On the posttest all students answered at least one question cor-
rectly and 80% of the students correctly answered three or all four questions. Nine 
students chose the correct steps and sequences for making decision trees and five 
students chose the correct steps but put them in a wrong order.

This finding is promising given the short duration of the intervention (the deci-
sion tree/Pastaland activity lasted approximately one hour). It was also noteworthy 
that the implementation of the Pastaland activity did not explicitly teach students the 
steps or sequence. By building and using decision trees to categorize different types 
of pasta, students developed ideas about the processes involved and were able to 
answer the questions correctly.

Machine Learning General Concepts

Supervised vs. unsupervised learning  Students achieved a significant improvement 
on the set of supervised vs. unsupervised learning questions after the workshop 
(Pretest: Mean = 1.84, SD = 1.07; Posttest: Mean = 2.2, SD = 0.91; p < 0.05). After 
the workshop, ten students (40%) improved their scores and correctly determined 
the use of supervised or unsupervised learning in more technology examples. Nearly 
half of the students (n = 11, 44%) correctly identified the use of supervised or unsu-
pervised learning in all the three scenarios on the posttest. This shows that after the 
workshop, students were able to discern supervised and unsupervised learning by 
examining whether the technology uses labeled data. Figure 6 shows the percentages 
of students who correctly identified supervised or unsupervised learning in none, 
one, two, or three technology scenarios.

Classifying vs. generative AI  We did not find significant gains in students’ perfor-
mance on the set of classifying or generative AI questions (Pretest: Mean = 2.16, 
SD = 0.55; Posttest: Mean = 2.24, SD = 0.93, p = 0.70). One reason for this was the 
ceiling effect: on the pretest 23 students (92%) were able to distinguish between 
classifying and generative AI correctly in at least two technology examples. This 
indicates that students may have developed normative ideas about classifying and 
generative technologies from previous experiences.

Fig. 6   Percentages of students who answered the supervised and unsupervised learning questions cor-
rectly in one, two, or three technology examples on the pre and post-tests
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Supervised Learning

Students improved their understanding of supervised learning after the workshop: 
the average score on this scale increased from 4 on the pretest to 4.6 on the posttest 
(total score of 8). In particular students achieved significant gains on four items ask-
ing about the processes of supervised learning (e.g., “What is the difference between 
the training and testing phases in Supervised Learning?”, “What is the purpose of 
a label on an image in Supervised Learning?”). They on average had little or no 
prior knowledge (pretest Mean = 1.38, SD = 0.97) before the workshop. On the post-
test, over half of the students (n = 14) were able to tell the purpose of the labelled 
data in supervised learning. Sixteen students were able to apply their understanding 
of supervised learning to identify one reason for a flawed machine learning system 
that can recognize men’s shoes accurately but not women’s shoes. These findings 
suggest that the hands-on activities in Module 3 of the DAILy curriculum was effec-
tive in promoting students’ understanding of supervised learning. The Teachable 
Machine activity engaged students in experiencing how supervised learning takes 
place by training and testing their models. Students also experimented how using an 
unbalanced dataset can result in a biased model. These activities helped demystify 
supervised learning processes and also reinforced the idea that AI technology can be 
biased due to the dataset it was trained on.

Neural Networks (NN)

Students made no gains on instruments that examine student understanding of the 
processes of neural networks (Pretest Mean = 2.89, SD = 1.33; Posttest Mean = 2.87, 
SD = 1.14). After the workshop, 40% of the students (n = 10) did not recall any 
processes involved in neural networks. Over half of the students (n = 13) could not 
tell whether learning takes place during the testing or training phase in neural net-
works. Three reasons may account for this. First, the intervention was too short. 
Students in total spent approximately 40 min on the Neural Network activity where 
they played a participatory simulation game to make sense of how a neural network 
works (Module 4). The processes (e.g., feeding forward, evaluation, and back prop-
agation) were only mentioned once on a set of 3 slides. Students may need more 
time and scaffolding to understand the steps of NN. Therefore, although almost all 
the students we interviewed expressed that they liked “the telephone game” (as we 
called the NN game), they struggled to make sense of the NN processes. Second, the 
online learning format limited student interactions and interpretations. Unlike the 
face-to-face sessions where students can act out and observe how others respond and 
how the system as a whole behaves, playing the simulation game via videoconfer-
encing greatly limited the interactions between students and made the observations 
much more challenging, and thereby hindered student interpretation of NN pro-
cesses. Third, the NN activities in Module 4 did not include real-world applications 
of NN to foster student understanding of this concept. (Neural network was the most 
abstract concept discussed in the DAILy curriculum.) Without concrete examples, 
it may be difficult for young adolescents to grasp the concept of NN. Future revi-
sions of the curricular activity need to provide more scaffolding (e.g., whole group 
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discussions and explicit instructions on what to observe) and utilize examples of the 
use of NN in our life to help students connect what they did in the game to the NN 
processes.

GANs

Students on average improved their understanding of how the GANs work, however 
the learning gains were not statistically significant (pretest: Mean = 2.36 (SD = 0.82), 
posttest: Mean = 2.64 (SD = 0.99), p = . 07). The majority of students understood 
that the generator and discriminator were neural networks and that they followed a 
back-and-forth process to eventually create new media. However, students did not 
see the generator and discriminator as working against one another. This could be 
due to the fact that the short intervention was not sufficient in terms of helping stu-
dents develop a solid understanding of the complex mechanisms of GANs (students 
spent 30 min playing the roles of generators and/or discriminators to see how a gen-
erator and discriminator network in a GAN works). More scaffoldings are necessary 
to explain how GANs work. Many of our lessons focused more on applications of 
GANs rather than reflecting and discussing the underlying mechanisms of GANs.

Comparing Students’ Attitudes toward AI and Career Futures Before and After 
the Workshop

Attitudes toward AI

Students started the workshop with a positive attitude toward AI, which was not sur-
prising given that this was a self-selected program. We did not find significant dif-
ferences between the performances on the pre and posttest (pretest: Mean = 3.53, 
SD = 0.46; posttest: Mean = 3.63, SD = 0.29; p = 0.32). Table  5 shows the paired 
t-test results of each scale of the Attitudes toward AI pre- and post-survey. The larg-
est increase was observed in an item that asked for students’ interest in taking class 
in AI if it is offered at their school. On the pretest, 60% of the students (n = 15) 

Table 5   Student performance on the Attitudes toward AI and Career Futures surveys before and after the 
DAILy workshop (higher score indicates more agreement with the problem statement, total score = 5)

* A higher score (maximum = 5) in Anxiety about AI means higher anxiety

Scale Pre Post Paired t-test results

Mean SD Mean SD

Interest in AI 3.56 .48 3.56 .73 t(24) = .04, p = .97
Relevance of AI to their life 3.84 .47 3.85 .40 t(24) = .06, p = .95
*Anxiety about AI 2.48 .68 2.53 .74 t(24) = .32, p = .75
AI career awareness 3.15 .68 3.48 .60 t(24) = 3.81, p < .001
Career adaptability 3.82 .55 3.85 .61 t(24) = .19, p = .85
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indicated vague or no interest (selected “disagree” or “not sure” to the statement), 
whereas on the posttest, 15 students agreed or strongly agreed with the statement. 
This shows that the workshop sustained students’ interest in AI and students would 
like to continue with their AI education after this experience.

Students also continued to find relevance of AI to their lives after the DAILy 
workshop (see Table  5). Most students agreed or strongly agreed with each item 
statement and felt AI to be highly relevant to their life. The highest increase in scores 
was observed in an item asking for students’ agreement with the statement “It is use-
ful to me right now to know something about AI”. This suggests that the DAILy 
workshop enabled more young adolescents to realize the importance of learning AI 
at their age. The biggest drop in mean scores was in the item of “I can use what I 
learn about AI to help my community”. While students see AI as relevant, they may 
not know how to use it in their capacity to benefit others in their community. One 
reason for this may be that the DAILy workshop emphasized the bias of AI would 
have negative impacts on people from underrepresented groups but did not provide 
any real-life examples of how AI can help people in students’ communities.

With regard to students’ anxiety about AI, we found a minor increase from pre 
to posttest. More students agreed to the statements “I think AI can be dangerous 
or harmful”, “The use of AI in everyday life scares me”, and “I am afraid that AI 
will make us lazy” after the workshop. This indicates that more students left the 
workshop with an increased sense of the negative consequences of AI. Despite this 
increased anxiety, we also found decreases in agreement with the statements “I think 
AI can be threatening to society” and “Working with AI would make me nervous”. 
Altogether this suggests that while students recognized the potential harms of AI, 
they felt using AI in a correct way would mitigate the damage. Meanwhile the expe-
rience of working with AI technologies during the workshop helped reduce their 
anxiety about AI.

AI Career Futures

Overall, students showed a significant increase in the awareness of AI related 
careers from the beginning of the program (Mean = 3.15, SD = 0.68) to the end 
(Mean = 3.48, SD = 0.60; p < 0.001; Cohen’s d = 0.52). The biggest positive differ-
ences were related to (1) knowing about jobs that use AI, (2) knowing role mod-
els in the AI field, and (3) discussing AI with friends and family. The first two 
increases were likely due to the fact that the workshop exposed students to various 
jobs that may include the use of AI and people who work in AI related field. The 
third increase, however, indicates that the workshop has sparked an early interest in 
AI careers and students tended to discuss with their family and friends to find more 
resources and opinions for the topic (Maltese & Tai, 2010).

We also found that students reported developing some aspects of career adapt-
ability skills (see Table 5). The biggest increases were observed in students’ agree-
ment with statements of “I learned to think about what my future will be like”, “I 
became aware of my future job choices”, “I learned to recognize resources availa-
ble to me and use them”, and “I learned about educational choices that I must make 
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to get my dream job”. The career training sessions of the workshop engaged students 
in exploring their matched future job choices and creating a roadmap to enter those 
fields. Through these activities, students developed not only more concrete ideas of 
their future jobs but also skills of how to become more adaptive in the AI era. One 
student spoke about how knowing about AI might be helpful for them in the future, 
specifically their ability to provide clarity about AI to others who may be confused 
about its implications, “They keep saying that the more and more in the future we 
go, the more we use AI. So, I think that if that’s going to happen, the fact that I know 
a lot about AI, and if somebody has questions, or is worrying, or anything, I can 
reassure them that nothing bad is going to happen. Or if something goes wrong, 
I can fix it. I have more knowledge of what’s going on, so I don’t have a bunch of 
questions. I have a bunch of answers.”

Students’ Ideas of Ethical and Societal Implications of AI

To explore what kinds of ideas students developed about AI’s ethical and societal 
implications through the DAILy workshop, we examined the interviews conducted 
with the 19 students after the workshop. The students were selected to represent a 
wide range of gender, age/grade, and ethnicity. As noted above our analysis focused 
on student ideas about the benefits and harms of AI and how to make AI technology 
less biased.

After the workshop almost all the interviewees (except one) articulated both the 
benefits and harms of AI technologies. They believed that AI can make life easier, 
help complete dangerous work (“AI is doing some, maybe, risky tasks that humans 
now don’t have to do”), generate more objective conclusions (“it (AI) wouldn’t be 
based on one person’s thoughts, because it will collect data from different sources. 
And this could help the news reporters. I mean the journalists.”), and accomplish 
tasks more efficiently (“A great consequence about it, about AI is that we can 
shorten, or we can expedite a bunch of jobs or tasks that we do everyday that we can 
do over 50% faster.”).

With regard to the bad consequences of AI, students expressed three major 
concerns:

•	 potential for laziness or loss of autonomy: 8 students mentioned that they were 
afraid that human beings would become lazy and do not work, e.g., “People will 
definitely get lazy and God forbid if anything were to happen and they would like 
stop working”; “It could make people not want to do as much work as before, 
maybe.”

•	 discrimination against people of color due to the use of biased AI technology 
such as facial recognition systems: 4 students explained how the bias in AI would 
lead to bad consequences. For instance, one student explained this in detail, “A 
bad use of AI would be how the government or the police, a police station using 
face recognition to recognize where you are from. Because black people, since 
you’re a darker color and they think you’re dangerous or something. Those are 
things that have happened before. They think that just because you live where 
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lots of darker people live, there’s going to be a higher crime rate, even if you 
don’t do anything. Because many conditions can force a person to do something. 
We just never know about it. Which is why I think it’s unfair for people to be 
labeled based on where they live. Because if you have the money to live in a rich 
neighborhood, you’ll most likely take that chance to…”

•	 harms of the spread of deepfakes: 4 students mentioned the potential harms of 
generative AI. They worried that this may lead to faking peoples’ words, pic-
tures, videos, and identity, e.g., “That sometimes it (AI) can affect the people in 
the real world. So hackers can do something, or maybe they can make a video 
with AI of someone’s saying something that they never actually said, because 
of editing and people saying certain words, and then they just put all the words 
together. So they make it seem like someone actually said something. So can it be 
used for bad stuff.”

Further, 16 students provided constructive solutions when asked how to build 
an unbiased AI system. They emphasized the importance of using a dataset that 
includes diverse and unbiased data. For instance, one student talked about setting 
up a good dataset for the training purpose, “I would use like different types of data 
sets to program my AI. Like if I was doing on facial recognition system, I would 
use people of like different ages, genders, ethnicities, and stuff like that to make it 
a little less biased and have like an equal amount of said people.” Another student 
explained using a diverse dataset for the testing phase, “I would get people of color 
to come and also different types of people, different cultures too, to test it out and 
see.”

Overall, the interview results demonstrate that most students incorporated ethi-
cal and societal implications into their views of AI technology after the workshop. 
Analysis of students’ final presentations suggested similar themes—students fre-
quently referenced anecdotes of bias as memorable learning moments of the work-
shop, “I learned from this program that artificial intelligence can be biased and that 
we put information like racism and sexism in our AI without realizing which can 
make the people using the AI not want to use it.” Further examining student expla-
nations of what AI is yielded further evidence, as more students added ethical and 
societal impact of AI in their definition of AI on the posttest.

Conclusions

The rise of AI has attracted many researchers’ attention and led to calls for creat-
ing opportunities to engage young learners in AI education. While the content and 
pedagogy of AI education at the K-12 level have not been established, recent review 
studies (Marques et  al., 2020; Zhou et  al., 2020) pointed out a dearth of AI cur-
riculum and programs that incorporate AI ethics, a topic that is critical to prepare 
young students to become informed users and developers of AI technology. This 
paper aims to help fill in this gap by reporting the design and implementation of 
the DAILy curriculum that interweaves student learning of the technical, ethical or 
societal, and career aspects of AI. Our results demonstrate that the DAILy workshop 
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was engaging and productive in supporting student learning of general concepts of 
AI concepts, logic systems, and machine learning. Students enjoyed ethics-related 
activities embedded in the DAILy curriculum. They were able to internalize what 
they had experienced, connected to ethical implications of technology design, and 
developed positive ideas about their future selves with AI after the workshop. Over-
all, the approach of combining ethics and technical learning of AI is age appropri-
ate and promising in terms of developing AI literacy among middle schoolers. Our 
work also contributes to the AI education field by providing a working definition 
of AI literacy grounded in findings of what middle school students are capable of 
learning and doing with AI.

Further our approach of positioning AI as closely related to society successfully 
engaged students from groups underrepresented in STEM and computing. We found 
that female students of color were particularly active in the investigation of bias and 
ensuing discussion. For instance, upon viewing the disproportionate representation 
of women of color in commercial datasets used for facial recognition, a female stu-
dent stated “What I also noticed is that you can see that the women either way … 
This is another thing about sexism. Women are also either way still have a lower 
percentage than the men in their class, I guess you could say.” She further noted 
how AI systems are biased against people like her while she positions herself as a 
woman and part of a group who should be represented.

We also found that the students talked with their family members and friends 
about AI’s impact on current and future jobs. A student in his interview described 
that “I asked her [my mom], "Are you scared if AI takes your job?" She’s like, "Yes, 
but I know I’ll have another job." So, it’s really cool what AI could do and make new 
things for other people.” This provides further evidence of student engagement as 
he was active in leveraging existing familial and aspirational capital (Yosso, 2005) 
to make sense of AI and refine his existing perceptions of AI. Overall, the emphasis 
on AI’s ethical and societal implications offers an effective way to excite underrep-
resented students, which resonates with previous research that minority students are 
often more drawn to STEM/CS programs that teaches the content via the context of 
solving social justice issues (Mark et  al., 2013; Vakil, 2018). This offers valuable 
insights into broadening participation in Computer Science and AI education.

Limitations and Next Steps

There are a few limitations of this study. First, the students were recruited to par-
ticipate instead of being randomly selected. The students were from a very spe-
cific population, low-income families in urban areas and may become the first 
generation of college students in their family. Further, the workshop was taught 
by a team of researchers and educators who developed the DAILy curriculum. 
The findings may differ from situations involving participants, treatments, and 
settings different from those in the study. Another limitation is that this study 
measured immediate effects of the intervention using a pre-posttest design. Com-
plex AI processes such as neural networks may require longer exposures and 
more time for students to reflect and internalize. Conducting a delayed posttest 
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and interviews could clarify the long-term effects of the DAILy experience on 
student ideas about AI.

As our next step, we plan to revise the DAILy curriculum based on the find-
ings from this implementation. For instance, many students were found to remain 
confused about what prediction means in the context of AI after the workshop. In 
Module 1 (introduction of AI), we plan to add more concrete examples of predic-
tion in AI (based on what is learned to make a prediction/inference) and engage 
students in discussions or debates on whether and why technologies make pre-
dictions or not. These activities would help clarify students’ misconceptions and 
enhance their understanding of prediction in the context of AI. Another challenge 
we found was that activities of NN were engaging yet difficult for students. Stu-
dents had a hard time connecting their virtual actions (playing of the role of the 
nodes) with the abstract processes of NN. We plan to include scaffolds to help 
students make the connections, e.g., asking students to record their actions, make 
analogies to the NN processes, and discuss with peers. In addition, some students 
provided the feedback that they hope to apply their knowledge of AI and ethics to 
help their community. Informed by DiPaola et al. (2020) work, we plan to include 
a capstone project for students to explain how their knowledge of AI ethics can 
help others. The capstone project could engage students in developing technolo-
gies with ethical considerations such as developing a fair local news feed and 
redesigning the recommendation system of social media. Such learning experi-
ence will not only engage students in applying their AI knowledge and skills, but 
also enable them to recognize their own AI capability to help others and become 
more confident in working with AI.
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